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ABSTRACT

Near-Infrared spectroscopy (NIR) is a fast and non-destructive method to identify orange growing

areas. In this paper, a principal component analysis (PCA) approach was used to obtain the features

of orange NIR spectra by reducing the divisions in the analysis. An artificial neural network (ANN)

was developed to achieve enhanced classification accuracy, while a support vector machine (SVM)

model was proposed for higher classification accuracy. A hybrid genetic algorithm (GA) SVM

model was designed, with the most valuable data from the PCA selecting by GA. The simulation

results showed that the hybrid GA-SVM classifier achieved the best accuracy of 89.717%.

Keywords: Near-Infrared spectroscopy, principal component analysis, artificial neural network,

support vector machine, Canada.

1. INTRODUCTION
The ability to trace the growth area of oranges is one of the greatest concerns to juice

manufacturers. The geographical areas of orange producing determine the quality and the flavor of

the productions. Identification of the different growing areas with high accuracy and reliable

classification results becomes an essential issue to the orange industry.

In this paper, the Near-Infrared Spectroscopy (NIR) generated with high efficiency to obtain the

orange characteristic datasets. A total number of 1589 samples were collected. In this study, three

classifiers were developed to distinguish 16 places of orange growing areas. The total dataset was

randomly divided into two parts: training set and testing set. The classifier was adjusted according to

the training data’s error, and an ANN model [1] was proposed as it has fast learning rates, in addition

to the ability of adjusting the connection weights between each layer. Furthermore, a SVM classifier

[2] was proposed, as it could avoid the dram back of the ANN model. In addition, a hybrid GA-SVM
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[3] was created which offers the best results in this study. After data was processed by PCA [4], it

was then fed into a GA algorithm [5], in order to find optimal data. This resulted in producing a more

valuable dataset for the SVM model to process.

2. The Proposed Approaches
In this study, PCA was used to utilize the extraction feature of raw orange NIR spectra. The

purpose of PCA was to keep enough information for ANN, SVM and hybrid GA-SVM classifiers on

the basis of reduction in the dimensionality of datasets.

2.1 The proposed artificial neural network (ANN) classifier

The ANN model was developed for orange original growing provenance classification. There

were three layers. In this proposed ANN, a two-way-neural network was built, which involved the

forward transmission of the inputs and the backward propagation of errors in Figure 1.

Figure 1. Chat of ANN classifier for orange original growing provenance.

Step 1: Get the input elements into the ANN system, the output of neuron j in the hidden layer

could be obtained as
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where iy represents 25 input nodes. In this study, these input nodes of the PCA results (PCs) have

been normalized in the range of [-1, 1]; all the PCs obtained by PCA are normalized as iy , which
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range of n is [3,18]; ij  represents the weight among the hidden nodes between the input node i and

the hidden node j, and f is the activation function of the hidden layer and it is defined as
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Step 2: Get the final output results. The final output of ANN is a computation on all the nodes

on hidden layer and summing them with connection weight as
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where hj represents the output of neuron j, and has been computed with the inputs of first layer, and

the value range of hj is [0, 13]. The parameter M represents the number of nodes on the hidden layer,

while V represents the weight between hidden nodes and the output, for example, connection weight

between the input node i and the hidden node j is vj.

Step 3: Obtain the error backward propagation part. After putting the training sample into the

algorithm, the network is formed, and the error range could be obtained. An error function is needed

to adjust connection weights and thresholds, and it is express as

 221 1

2 2
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where e represents the target error value, t is the test sample target value, and z is the prediction value

of the ANN.

2.2 The proposed SVM model

The SVM classifier was evaluated as a way to research about the relationship between the

orange original growing provenance and the orange NIR spectra. The total process can be conclude

as follows:

Step 1: Illustrate the basic binary classification problem with the essence of SVM. Assuming

set of samples express as  ,y z


,  1,2, ,i dy R i N 


 represents the input vector, and the

corresponding class label is  1, 1y   . A hyperplane of linear decision is defined as
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where   0g y 


 represents the separating hyperplane,   sgn g y


 is the corresponding classier,

and the variable 


 represents the weight vector and b is the bias. The signal “·” is the inner product

operator.

The following formula is used to compute the Euclidean distance between any instances iy


to

the separating hyper-plane as
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where w
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 is the second norm of vector w
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Step 2: Choose the kernel function. It is important to select the function, as it reflects the

essential relation between linearly separable data in H and nonlinearly separable data in Rd.

Step 3: Extend SVM into a multi-class classifier. It is hard to limit the real-world applications

to binary classification; and it can be easily increased to multi-category issues.

2.3 The proposed GA-SVM model

The PCA method for feature extraction used to preprocess the orange NIR spectra. The whole

process of a standard GA is as follows:

Step 1: Select a set of initialized samples randomly from first 25 PCs. The feasible solution

number is pre-configured and the rule of choosing the value number is to obtain 100% information of

orange NIR spectra. A range of [1, 25] positive integers formed resulting from the individual input

subset  1 2, , , ny y y y   in the population. The number of inputs is the length of chromosome .

Step 2: Describe the fitness evaluation within the dashed rectangle. Measure the fitness value

for each individual to predict the accuracy of SVM model. The fitness function could be expressed as

1

n
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where fi is the raw fitness for the ith individual, yi is selected valuable datasets though the input

datasets. Assuming there are n fitness cases, the mean fitness can be given by

1
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Step 3: Adapt fitness value biased roulette method to conduct parent selection. If the fitness

value of input subset in population is larger, there will be higher probability that the input subsets are

parents. Those parents will benefit more sensitive genetic information for the SVM classifier.

Step 4: Mate the parents and conduct the reproduction.

It could select the high value features or elements for classification. The GA part could provide

the valuable training data for SVM model to simulate.

3. Simulation Results and Discussions
In this experiment, the raw data were processed by the PCA method which is used to find the

most valuable parameters. The MATLAB GUI (Graphical User Interface) was used to create an

interface. Before processing the program, the PCA analysis must be completed in advance.

3.1 Graphical user interface tool of MATLAB

A graphical user interface (GUI) is a pictorial program in MATLAB. There three elements are

required in the principal: components, figures and callbacks. The components supply the input

methods and display the figures. Components of GUI are arranged in a figure. Callbacks is a method

to perform an action which is code executed in response to an event.

3.2 The results using the proposed ANN method

For the proposed ANN model, the number of hidden layers and learning rate were the

significant elements. In this paper, two elements were selected by empirically testing. Both the

amount of hidden layers and learning rate critically impact the function. The recognition rate can be

reduced by too many or too few hidden layers. Also, the size of training epoch impacts the ability of

the whole system. The larger size of the epoch cause the training set over fit. However, the overly

small size of epoch could impair the recognition of system. This network was trained by

Levenbery-Marquardt back-propagation algorithm (trainlm). The number of hidden neurons was 13

and the learning rate was 0.9. The highest accuracy in this experiment was achieved at 81.4528%.

According the experiment results, the definition of training, testing and validation are shown in

Figure 2. Training is presented to the training network, and the network is adjusted according to its

error. Validation is used to measure network generalization, and to halt training when generalization

stops improving. Testing has no effect on training and provides an independent measure of network

performance during and after training.
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Figure 2. Best validation performances within the 13 hidden neurons.

A regression (R) plot is shown in Figure 3, which presents the relationship between the outputs

of the network and the targets. The axes symbolize the training data, validation data and testing data.

When the outputs equal to targets, the perfect results are presented by dashed line in each axis. The

solid line indicated the best fit linear regression line which is between outputs and targets. The value

of R is an indication of the outputs and targets relationship. If R=1, there is a linear relationship

between outputs and targets. If R is close to zero, there is nonlinear relationship between outputs and

targets. In these experiments, the training data indicates a good fit. With training data and testing

datasets, the overall R, which is the correlation between the output and the target, was 0.96078,

which is closed to 1, which means that there is strong correlation.

3.3 The results using the proposed SVM model

The SVM algorithm aims to finding OSH so that the samples from different classes can be

separated as accurately as possible. In this study, the training and testing dataset were the same as the

previous proposed method, which occupied 70% and 30% of the whole raw data. After several

experiments, the results reflect that the SVM model could obtain high prediction accuracy from the

training set.

In order to highlight the advantages of the SVM model, the ANN model was tested in the same

condition. As shown in the Table 1, the SVM model provided better Pa than ANN model in all the

cases. The highest improvement result was 14.5283% when the number of 20 PCs. The best

performance of SVM model was achieved at 86.9811% in 20 PCs.
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Figure 3. Regression results about the relationship between the outputs of the network and the targets.
3.4 The results using the proposed GA-SVM model

The whole procedure of GA is to obtain the best input set for SVM model. One point crossover

and uniform mutation are applied. Eventually, after the generation the genes with higher fitness will

be obtained. In the experiment, the raw data was processed by PCA method same as the previous

models. The parameters of this hybrid GA-SVM model were settled as: population size (200);

Table 1. Accuracy of SVM model for orange juice growing area classification. Pa is the prediction accuracy; N is

the number of principal components PCs.

N 5 10 15 20 25

SVM Pa(%) 85.6604% 85.8491% 84.8763% 86.9811% 85.6604%

ANN Pa(%) 74.7179% 81.4528% 76.2264% 72.4528% 72.1132%
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size (100); probability of crossover: (0.7); probability of mutation: (0.001). The accuracy was

achieved at 89.717%. The proper parameters was crucial for the quality of outputs. Also, the feasible

input for the GA was from 1 to 25 in positive integers. The population size relate to the search speed

and convergence rate. Too small or too large of the population size could affect the results. Too small

could lose some good solutions. But too large would increase the search complexity and search time.

This is no arithmetical method to select the size of population in the researches.

In this study, several population sizes were tested at the final stage in hybrid GA-SVM model.

In general, the crossover probability is good to choose within the range of [0.5, 1], the rate of

mutation is good smaller than 0.1. In this experiment, to find the proper solutions and keep the search

space variety, different rates are tested.

4. Conclusion
From experiment result, the achievement of orange growing areas classification could be

increase to 89.717% by using hybrid GA-SVM model. The comparison experiment results indicate

that the ANN had the ability to self learn and organize, resulting in ease of use, and it can detect

possible interactions by the predictor variables. The SVM model with the kernel function can be used

to process the nonlinear input data, and it could perform well even if the datasets have many

attributes. For the last method, when GA is combined with SVM model, classification is greatly

enhanced. The benefits of GA assist the SVM model to decide the numbers of support vectors, and

the hybrid GA-SVM obtained higher significantly accuracy than only SVM model.
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